


APPENDIX-CS-F

Parallel Algorithms for High Performance Computing Credit: 2:1:1

Unit 1: High Performance Computing - Computing complexity v/s Speedup, High speed

computing, Parallel computing, Solving problems in parallel - Temporal parallelism, Data

parallelism, Understanding inter-task dependency, Granularity of parallelism

Unit 2: Different types of parallel computing and programming issues- Pipeline computing,

array processors, shared memory, multiprocessors, message passing multi-computers.

Unit 3: Some parallel computing models for, searching and sorting applications.

Unit 4: Some parallel computing problems with  two-dimensional array structures/ matrices,

involving matrix like addition, multiplication, applications.
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